Modelling the spatiotemporal dynamics of *Phytophthora infestans* at a regional scale
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Potato late blight caused the Irish Potato Famine and still causes billions of dollars of annual crop damage. Tracking and predicting its spread remains problematic. Growers overspray potato fields with fungicide as a precaution, irrespective of the prevalence or actual risk of the disease. This study created a new weather-based mathematical model for the spread of late blight at a regional scale using empirical data, and validated it using a novel approach for presence-only data. The model was tested using a contrapositive ‘proof’ by comparing predicted to actual weather patterns to examine its accuracy. The model was then used to create risk maps showing the likelihood of future outbreaks in the region. Such risk maps can help growers optimize late blight suppression and fungicide use by alerting them to the most probable day at which they are at the most risk, using real-time weather data from the previous few days. These risk maps would be updated daily to account for conditions needed for sporulation. Overall, this work offers a methodology to understand and model a disease’s spread in time and space.
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**Introduction**

The dispersal of pathogens in agricultural systems over time and space is a complex and dynamic process. Abiotic (e.g. wind, temperature and relative humidity) and biotic (e.g. host sensitivity, transmitting vectors) factors may affect this process, and human actions (e.g. human dispersal of infected propagation material) are influential as well (Thébaud et al., 2006; Blank et al., 2016). Despite advances in research on the spread of diseases in recent years, quantitative knowledge on the factors affecting the heterogeneity of pathogen dispersal over time and space remains limited. The dynamic and spatial aspects of epidemiological processes pose unique challenges for research and disease management, because crop–pathogen systems include diverse interactions (of which not all are known) and involve many environmental variables whose effects are not necessarily linear (Metz et al., 2012). Furthermore, the heterogeneous natures of biotic and abiotic variables that drive the dynamics of epidemiological processes are difficult to measure and operate on a variety of spatial scales (Levin, 1992; Thébaud et al., 2006; Haverkort et al., 2008; Metz et al., 2012).

Information on spore dispersal has been applied to facilitate prediction of transport over various scales using different methodologies. Lagrangian stochastic simulation models have been the subject of a large body of research in plant pathology. This approach provides a framework for understanding transport and mixing of passive particles (e.g. Aylor, 2005; Aylor et al., 2006, 2011; Meyer et al., 2017). However, this approach suffers from two major weaknesses: (i) exhaustive computation time, and (ii) complex requirements in terms of input data compared to simpler dispersion models. Thus, implementing Lagrangian stochastic models in decision-making poses a challenge. Instead, a different approach, pathogen movement through the landscape is done by evaluating field-by-field dispersal (Shaw & Pautasso, 2014). The recent development of network modelling approaches promises new insights into spatial and temporal components of disease spread. In the last decade, network models have been used to model plant epidemics (Jeger et al., 2007; Brooks et al., 2008; Jeger & Pautasso, 2008; Sutrave et al., 2012). Jeger et al. (2007) suggested the use of epidemiological models based on networks to study individual hosts as a set of vertices. This helped elucidate management strategies that provide effective control through better understanding of how the disease spreads across the host landscape. However, this has not been done for *Phytophthora infestans*, the causal agent of late blight in potato and tomato.

Late blight devastates potato and tomato crops all over the world, causing billions of dollars in crop damage, as well as hundreds of millions in costs in attempts at prevention (Haverkort et al., 2008; Small et al., 2015). Dating back to the mid-19th century (Fry et al., 2012), late blight has continued to decimate potato fields. Late blight is mainly managed by application of fungicides (Fry et al., 2012; Small et al., 2015; Fry, 2016) in the hope of killing the pathogen before it infects the plants. In most cases, fungicides are applied as a
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precautionary measure, irrespective of the prevalence of
late blight in the region and the actual risks. Strains of
P. infestans have developed resistance to fungicides,
specifically the expensive and otherwise highly effective
tenoxam/metalaxyl (Kirk et al., 2001; Hu et al., 2012).

Dispersal events on a regional scale are known to be
important for the large-scale dynamics of aerially trans-
mitted pests (Brown & Hovmøller, 2002). For P. infes-
tans, sporulation occurs when infected plant tissues are
exposed to wet conditions (RH > 90% or surface mois-
ture) for a number of hours at moderate temperatures
(10–20 °C). The effects of specific combinations of these
factors have been well described and included in the
LATEBLIGHT simulation model (Andrade-Piedra et al.,
2005). When humidity drops below high levels, the spo-
rangia are easily dislodged and can travel and disperse in
various ways to a range of distances (Fry et al., 2012). If
dislodged and dry, the sporangia can also travel further
distances via the wind (Skelsey et al., 2009a). They can
survive in the wind as long as the temperature and solar
radiation are not too high, which usually restricts the
spread to a few hours in the day, usually in the morning,
for them to disperse (Fry et al., 2012). Long distance
spread (between regions) is usually due to human inter-
action, e.g. by planting infected potato tubers or trans-
planting diseased tomato seedlings (Fry et al., 2012), but
long distance spread may also result from many smaller
leaps by sporangia spread from field to field over time.

Sporangia travelling through wind is a difficult process
to quantify or study. Some studies have tried to estimate
the distance that pollen can travel in the wind (Hoyle &
Cresswell, 2007), but many of the characteristics used in
these studies are still unknown for P. infestans. To date,
there are no quantitative data in the literature on proba-
ble dispersal distances and the maximum distance that P.
infestans can be dispersed via wind. This is not surpris-
ging given the clear difficulties in conducting large-scale
experiments with this disease. Zwankhuizen et al. (1998)
published a study that attempted to quantify the subre-
gional dispersal of P. infestans; they showed that within
a period of 2 weeks, pathogen spores dispersed over an
area of 25 km² (Zwankhuizen et al., 1998). Aylor et al.
(2001) reported that the pathogen could be dispersed
over a distance of a few dozen kilometres, depending on
the environmental conditions. To date, only a few studies
(mostly based on modelling or on circumstantial evi-
dence) have suggested the distance that the sporangia
could be dispersed through the atmosphere, mostly using
modelling or simulations (Skelsey et al., 2008, 2009a).
Aylor et al. (2011) collected sporangia up to 300 m
downwind from a source of inoculum. Skelsey et al.
(2009b) modelled the severity of future late blight epi-
demics based on the genotype, environment, landscape
and management. However, detailed scouting to quantify
the general dynamics of the disease progress was not
conducted, and as far as is known, there have been no
studies that quantified the dispersal of P. infestans spo-
rangia over a regional scale.

The importance of predicting the occurrence is well
documented as a powerful tool in late blight prevention
and can help reduce the excessive spraying of fungicides
(Fry, 2016). To optimize late blight suppression and fun-
gicide use, various forecast systems and decision sup-
port systems (DSSs) have been developed (Krause et al.,
1975; Andrade-Piedra et al., 2005; Small et al., 2015;
Fry, 2016). These tools help farmers gain more informa-
tion as to when they are at risk, but are rarely used com-
mercially. One reason for the limited adoption of forecast
and DSS tools is growers’ perception of risk. Optimizing
fungicide usage is based on reducing the risk of
exposing crops to an uncontrolled epidemic. In partic-
ular, growers attempt to minimize the occurrence of a
‘false negative action’, that is, skipping a fungicide appli-
cation that a posteriori analysis would have shown to be
essential (Shitenberg, 2013). As spatiotemporal aspects of
disease dynamics are not considered in existing DSSs,
modelling these aspects could improve the prediction of
disease onset and reduce the risk of uncontrolled epi-
demics. Of particular value would be a tool that quanti-
fies the infection risk levels based on current and past
conditions of late blight prevalence in the area. Unlike
currently used tools and programs (i.e. LATEBLIGHT or
BlightPro; Andrade-Piedra et al., 2005; Small et al.,
2015), such a tool could potentially improve the predic-
tion of disease onset and optimize fungicide use. Addi-
tionally, current tools used to predict late blight
development do not help in understanding issues such as
probability of field-to-field, regional and long distance
dispersal, spreading tendencies, or other characteristics
disease spread.

The goal of the current study was to develop a spa-
tiotemporal dynamic model for P. infestans at a regional
scale. The model was developed based on a data set
recorded in the northwestern Negev region in Israel. The
model was verified with the data used for its construc-
tion and then validated with multiple independent data
sets recorded in the same region in different seasons.

Materials and methods

The predictive model is based on the combination of two proba-
bility functions based on proximity to infected fields and the
direction between fields as compared to the wind, as these are
the two main factors used to determine the risk of infection.
Model training refers to the creation of these two probability
functions. This is called ‘training’, as it can be redone to match
a new region if the model were to be used elsewhere, i.e. it can
be ‘retrained’ to match a new location. Model development
refers to the parameterization of these two functions and the
creation of risk maps – essentially finding which function is
more important to the risk (i.e. what is the risk to a field that is
close to an infected field, but not in the direction of the wind,
versus to a field that is further away, but in the direction of the
wind). Risk maps are the product of the model that will be used
by farmers. They model the total probability of infection of
every location in the region. The model was validated to check
how it performed at predicting the presence and absence of late
blight.
Data used in the work

The data used in this study to build, verify and validate the spatiotemporal dynamic model were recorded in commercial fields in the northwestern Negev region in Israel. The size of the studied area is about 20 × 35 km (c. 500 km²); this area has abundant potato fields alongside other open-field crops such as carrots, peanuts, wheat and small radishes, and protected crops such as tomatoes (in its southern section) and peppers. The climate of the region is semi-arid, and the mean annual precipitation is 250 mm, but subject to substantial yearly variation. Potatoes are grown extensively, and all fields are regularly fertilized, irrigated and sprayed with fungicides, mainly against *P. infestans* and *Alternaria solani* (the causal agent of early blight).

Each potato field was inspected twice each week by trained scouts who record the onset of early and late blight and the intensity of the disease, if observed. The exact date of each infection was recorded. For model training and development, the actual dates the fields were found infected were used.

The model training data, used to fit the model parameters, were collected between October and March 2005–2006. The data used for model development were collected between October and March 2004–2005, and the data used to validate the model were collected between October and March of 2007–2008, 2014–2015, and 2015–2016. No data were reused in another section. The model used the following input data: the date when late blight symptoms were first observed in each field, the location of the field, and the weather data (temperature, relative humidity and wind direction) recorded in 10 min intervals by the single closest weather station located inside the region and operated by the Israeli Meteorological Service.

Model training

Using the training data, two separate probability functions were created to estimate the probabilities of a diseased field causing subsequent infections in other fields in the region. One probability function is based on the distances between the fields, and the other is based on the angle between the vector from a diseased field and the wind vector. These probability estimates were used in two ways: (i) to create a spatial model inferring the routes by which an infection could have spread based on the empirical data; and (ii) to create risk maps predicting the chances that an existing set of diseased fields would spread the disease to nearby locations in the future.

The distance probability function

The 2005–2006 data was used to calculate the probability of pathogen spread as a function of distance from previously diseased fields. In the first week of December 2005, the disease was first identified in three nearby locations. The centroid of these three locations was used as the point of origin for this infection. In the following week, the disease had spread to 10 new fields in similar directions, scouted on the same date. Based on the wind direction, it was highly probable that these 10 infected locations originated from one of the three diseased locations in the previous week. Furthermore, this was supported by the fact that all the newly infected fields were located in the direction of the cumulative wind vector (see below), and because disease symptoms were apparent on the upper leaves (indicative of airborne infections) and not on the lower stem sections (indicative of tuber infection). Starting at the first detected location of the disease, concentric circles were laid out with radii increments of 1000 m. The probability of infection at a given distance from the point of origin was estimated to be proportional to the fraction of the area of the potato fields at that distance that were diseased in the following week. An average potato field’s area in this region was used for this estimate. These probabilities varied inversely with distance, so a log-linear, best-fit regression was used to approximate the probability of infection as a function of distance from the source. This function had to be created from a single infection, where nearby fields (three in this case) spread to many others of varying distances and angles. It had to be sufficiently clear that the second wave of infected fields was not infected by an internal source (e.g. infected tubers).

The angle probability function

These same data were also analysed to model the wind angle from previously diseased fields. For that, a program was created to analyse the local weather data and identify the appropriate conditions that are necessary for sporangia to be released, be transported by the wind, and then cause a subsequent infection. First, based on published data (Andrade-Piedra et al., 2005) it was assumed that sporulation occurs when the infected tissues are exposed to wet conditions (*RH > 90%* or surface moisture) for at least 10 h at temperatures above 10 °C. Next, the sporangia must be dry to be dispersed by the wind and they must survive the heat and strong solar radiation that are lethal to them. Lastly, relative humidity above 90% is needed for sporangia germination and for the subsequent infection (Krause et al., 1975). These conditions generally occur 5–8 days prior to the observation of disease symptoms in a specific field. The model searched for days with suitable weather during 5–8 days before an infected field was observed, and used the weather data from only those viable hours.

In this model, the term ‘vector’ refers to an entity with both magnitude and direction, not a method of pathogen transport. An algorithm was built and run to evaluate the wind and relative humidity data (given the prevalence of appropriate temperature conditions). This algorithm searched through the weather data to find the times when sporulation occurs according to the criteria listed above. Once that was established, the program analysed the wind direction in the three hours after the relative humidity dropped below 90%. In this region, high relative humidity persists only during the nights, and the drop in humidity occurs during the early morning. In these morning hours, radiation increases and dries the sporangia. After the 3 h time frame, it was assumed that the radiation was too intense and damaged the sporangia. The winds during this time frame could have carried the sporangia without the risk of them being killed by solar radiation (Mizubuti et al., 2000).

An approximate vector sum was calculated to characterize the wind into one variable: the component vectors for different wind directions were weighted based on the cumulative amounts of time the wind direction was in each direction and summed as vectors to approximate the path that the carried sporangia might have taken. This cumulative vector sum accounted for the changing direction of the wind during these critical morning hours, as well as the amount of time in each direction. This wind vector takes into account only the times of day when the solar radiation was not high enough to kill the sporangia, usually just a few hours in the morning. Because it is unknown for how long a given sporangium is airborne, the cumulative wind vector must account for the sporangia released at the latest possible time (right before the solar radiation is high enough to kill them), which is why the total time included is not dependent on the exposure period. The program that mined the weather data for viable hours checked to make sure the hours of spread were...
after sufficiently high relative humidity in the night, before high relative humidity the day after, and low during the spread. These are the best-known factors that are conducive to the production of viable sporangia spores.

To simplify the model, effects of abiotic factors on sporangia viability during their aerial transport such as ambient relative humidity and radiation intensity, were not taken into account. Wind speed was also not taken into account for several reasons: first, it is unknown if the sporangia are travelling exactly with the wind throughout the duration. If this were the case, then late blight would be spreading over long distances (as the wind would travel these large leaps), when in reality late blight is documented to spread a maximum of only a few kilometres. Secondly, the vertical speed and direction of the wind is not known either. If the wind is moving very quickly, but blowing the sporangia towards the ground, they would travel shorter distances than a much slower wind pushing the sporangia up into the air. Using this cumulative wind vector approximates the most likely path a particle would travel in the wind if it were released into the wind at a random time and fell onto the ground during the duration of the wind. The wind vector function only examined times in which spread was viable, and thus the model is based on these periods of time. This narrows down the weather data to only the relevant hours, and more accurately models the disease spread. It should be noted that, as the dispersal distance was modelled using empirical data (2005–2006 data), effects of abiotic factors on sporangia viability and wind speed were represented in the wind vector function. In that regard, it should be noted that the model was developed to simulate pathogen spread over short distances (a few kilometres), between fields within a region.

For each subsequent infection of the 2005–2006 season, the angle between this cumulative wind vector and the direction from the point of origin was computed. Like the distance-based probabilities, the probability of infection at a given angle to the wind vector was estimated as the infected fraction of that pie-shaped octant of a circle centred at the first site. Note that neither of these calculations required estimation of absolute probabilities, but only relative probabilities that could be used to compare the likelihoods of infection among different locations.

Model development

The model parameterization (of wind- and distance-based probabilities) technique used was a qualitative analysis of which parameterization of the two probabilities best described known disease dynamics. Using data from the 2004–2005 season, discrete parameterizations of wind- and distance-based probabilities were created and analysed to see which one best modelled the spread of the disease. This model assumed each field (with exceptions noted below) was infected from the previously infected field that had the highest probability of infecting it.

Each of the probabilities estimated represents the likelihood of a specific location being a source of inoculum to cause disease in another specific location. To model the spread of the disease, the probabilities of every field being infected from each of the previously diseased fields was calculated based on the distance- and wind-related probabilities. The location from the previous week having the highest relative probability was deemed to be the source of the new infection for analysis purposes.

For each new diseased field, the distances to all of the prior diseased fields were taken and plugged into the hyperbolic approximation to compute probabilities. These were then normalized to a scale from 0 to 1, by dividing by their sum. In addition, for each prior diseased field, the angle between the vector to the new infection and the cumulative wind vector was calculated. These angles were each normalized by dividing by their sum, inverted by taking 1 minus the normalized angle. This was done because a larger angle corresponds to a smaller probability because the force of the wind is directed further away from the direction of the sporangia travel. Next, the angles were renormalized to sum to 1. The probabilities for the wind direction had to be inverted so that a larger difference would denote a lower probability. For example, if the original angles were $A_1$, $A_2$, ..., $A_n$, then $A_i$ was normalized to

$$[1 - A_i/\sum A_i]/(n - 1)$$

If the previously diseased fields all had similar relative probabilities within a narrow range (2.22% as explained below), then the new infection was assumed to have come from an external source, such as an unknown infected tomato field, infected tubers, or an infected volunteer plant.

By normalizing the probabilities, the model used the assumption that every diseased field came from a prior diseased field regardless of conditions. Even if the wind was going in the opposite direction and the fields were far away from other possible sporangia sources, all the probabilities of infecting a given field would sum to one. Thus, it could not account for a new source of inoculum. The 2.22% rule was used to account for this. The value 2.22% was chosen as 100% divided by the total number of diseased locations in 2004–2005 (45 in this case). The normalized probabilities from the wind and the distance were combined in a weighted average, to yield a final relative probability between a newly infected field and a previously diseased field. The spatiotemporal dynamic model was run with different sets of weightings to simulate the relative effects of wind versus distance. Graphs were created with wind-to-distance weightings on a discrete spectrum with a full range of integral ratios (e.g. 1:1, 6:1 and 10:1). These ratios had to be simple to account for uncertainty. Within any range, the actual model might not shift until a critical value is reached. Because there is no way to say which value within the most accurate range is correct, the lowest level of uncertainty was taken, in this case integer ratios. For each newly infected field, the previously diseased location with the highest calculated probability of infecting it was designated as its source. This assumption was used to effectively compare various parameterizations of the wind- and distance-based factors. Creating charts to show the paths of the disease best predicted by these parameters can show how these different factors interact and which parameterization makes most biological and probabilistic sense.

Risk maps

Sample risk maps were created based on the 2014–2015 data by assuming that nondiseased (healthy) fields could be infected by any existing diseased field from previous weeks, to demonstrate the tools this model offers for farmers. By mathematically aggregating the relative probabilities of infection from every diseased field, a relative probability of infection was calculated for each healthy location. Thus, the risk map shows the relative likelihood of infection for each location for a single week during the season. For clarity, in this paper, the probabilities described below are relative probabilities and will be different in each week, because they depend on the numbers of previously infected fields.

To create the risk map, the wind-based probability approximation was refined, using a log-linear, best-fit regression, as was
probabilities. Therefore, fields that were not related to a diseased field (y ≤ 300 m), that field’s value was set to 0. Points within this range were reasonably deemed to be the same field, and to try to find the probability of infection of the average uninfected field, this value must be removed and set to 0. The overall probability would not be changed drastically once it was added to the other values in the union of the set. If the value of the wind-based probability was >1 (although this never occurred), it would be replaced with 0.999. This formula represented the weighted average of the distance- and wind-based regressions, which were designed to fall between 0 and 1 for relevant fields. Therefore, fields that were not related to a diseased field (not the same or very close), would have realistic estimated probabilities.

Model validation

The validation method reverses the inputs and the outputs of the model. Feeding backwards, the validation method took inputs of the currently infected fields and which fields were to be infected in the coming week. Given these inputs, its goal was to predict the conditions (in this case, the wind direction because that is the input data in the model) that would lead to some fields getting infected and others remaining uninfected based on their associated risk values. These risk values would be calculated using the model’s formula and algorithm without knowing the wind direction. It would thus be ‘guessing’ the wind direction and the validation would test to see if it was correct in isolating the direction (or multiple directions in some weeks, if conditions were viable on multiple nights) of the wind. If it were able to consistently do this over multiple weeks in multiple seasons, then the model predicting the relative risk values throughout the season was clearly differentiating high risk from low risk areas.

For the validation of the developed spatiotemporal dynamic model, data sets from the years 2006–2007, 2014–2015 and 2015–2016 were used. Ten independent weeks were used for validation. The infection events were aggregated into weeks for methodological reasons, as a minimum number of infection events were needed in order to make the test. ‘Weeks’ were used because the infection cycle of late blight takes 5–8 days, so weeks are a good representative of the time range. Standard validations of similar models were not feasible, because the data were limited (as only a few fields were diseased each week) compared to other studies of disease modelling, and because the data were presence-only. Although the disease was not found in many fields, it was never fully known if the disease was not there or just was not found by the scouts. There were also different areas of data not collected in different years, so it was impossible to assume that just because an area showed no late blight, it was not present there. Additionally, as all fields were sprayed with fungicides, the fact that disease was not observed in a specific field may have resulted from effective control of sporangia and not from lack of sporangia availability. Accordingly, the focus must be on the diseased, rather on the healthy fields. Furthermore, it is better to have a false positive (and overspray) than a false negative (and get infected).

The model was validated using only the field locations and 70 randomly selected uninfected fields within the region (equal to the average number of uninfected fields) as the inputs. Then a program was compiled that tested all possible wind directions from 0 to 360° in 2° intervals, and for each wind direction, took the cumulative average of the diseased fields and the randomly assigned points from all the infected sites at that time. Because there was no way to know exactly where the disease was absent, the randomly assigned points represented uninfected fields. Even if some of them were infected and it was unknown, the average probability would still represent that of uninfected fields. The wind direction values that yielded the largest positive difference in probability between the averages of the actual diseased locations and the randomly chosen locations represented the wind directions that the model claimed would best support the data. These ‘predicted wind directions’ show how statistically accurate the model is at creating probability differences between areas that will get infected compared to those that will not. These wind direction values were compared to the observed wind directions on the days viable for spreading infection. In two cases, a day with RH > 88% for 8 h in the preceding night (instead of RH > 90% for 10 h) was chosen because no suitable days were found according to the stricter conditions, so the disease must have spread on a slightly less ideal day. These two cases occurred late in the season (week 3), so if the infection in these two fields were internal (e.g. infected tubers) it would be expected that symptoms would be evident earlier. The loosening of the conditions was done to gain more power for the validation as the data was limited. If the predicted wind direction matches the actual wind direction to a close degree, it determines that the model is showing a clear difference between infected fields and uninfected fields.

Results

Using the 2005–2006 data and the associated meteorological records, the probabilities of disease spread at any given distance (Fig. 1a), and the difference in angle from the wind vector were calculated (Fig. 1b). In both analyses, the estimated probability of infection varied inversely
with a power of the distance, yielding a hyperbolic estimation function that matched the hypothesis. The ‘critical value’, where it reaches a probability of 1, was 178 m for the distance-based probability (below the average radius of a field) and 0.078° for the wind. Although the wind-probability graph may appear linear due to the scale (Fig. 1b), its correlation was lower than that of the hyperbolic function ($R^2$ values of 0.90 and 0.96, respectively). Because the hyperbolic fit had a better correlation and matched the hypothesis, that function was used in the model.

Various arrow infection diagrams were created to attempt to find a plausible parameterization for the final model (Fig. 2). When examined, the 6:1 (Fig. 2b) wind-to-distance ratio was deemed to be the most appropriate for two reasons. First, Figure 2a (1:1 ratio) has some aspects that logically should not have occurred based on the biology of the disease. Field 22 was closer to field 16 than field 11, but is very similar to field 21 in angle from both. Because they were infected at the same time and were in close vicinity to each other, it is reasonable to assume that they were either infected from the same source, or at least from very close sources. However, in this parameterization, the algorithm assigned field 22 as having been infected from field 16 because it is closer. Because the distance-based probability had such weight, this affected the average too much and assigned field 22 as having been infected from field 16. The same principle was applied in field 2 spreading to field 3. Fields 3 and 4 have similar locations and should have been infected from the same source. Because of this, it is believed that this model overvalued distance. Secondly, in Figure 2c (10:1 ratio), the assignment of field 22 as having been infected from field 11 seems reasonable, but there are some other logical inaccuracies. The infection of field 7 by field 3 does not seem reasonable. Field 5 is a lot closer, and the difference in the wind direction should not be enough to switch it over to field 3. This set of wind-to-distance weightings may have overvalued the importance of wind direction. The 6:1 (Fig. 2b) ratio did not have the same fallacies as the other parameterizations and was therefore chosen to be in the model. The resultant combined formula for the probability of infection based on the distance ($\gamma$), the angle ($\theta$) between the fields, and the current wind vector ($\phi$) was:

$$P(x, y) = \frac{6 \times \frac{0.3}{1 - 0.3 \sin \theta} + \frac{990.8}{\sqrt{7}}}{7}$$

The risk maps demonstrate how the spatiotemporal dynamic model would use previously diseased fields and the weather data to determine relative probabilities for the nearby area. As an example, a risk map for the 2014–2015 season is presented in Figure 3. The disease was first observed in the first week of November 2014 in two fields and spread to the southwest. As the season progressed and more fields got infected, the high-risk area values increased.

The model was validated with independent data sets, recorded in the 2006–2007, 2014–2015 and 2015–2016 seasons. When the predicted values for wind direction were compared to the observed wind directions, the average difference was 7.7° (RMS of 9.66), and the total difference in arithmetic means was 3.1°. Next, the predicted versus expected wind directions were plotted (Fig. 4). The slope of the trend line was 0.95 with an intercept of 8.88. The Pearson correlation coefficient was 0.98 (Fig. 4).

**Discussion**

Using mathematical modelling to better understand biological events or disease spread has been shown to be effective in many studies and for various diseases (Mollentze et al., 2014). In this work, a methodology is offered to track diseases that spread in time and space, and a spatiotemporal dynamic model developed for
P. infestans at a regional scale. Specifically tracking which field infected another poses a difficult problem, but offers powerful information for future research about aspects of the disease spread, such as maximal distance, directionality and likelihood of random appearance. For late blight, none of these are known accurately, but the research includes various hypotheses (Fry et al., 2012).

Another problem with many disease data sets is that they record only where the disease was observed (presence-only data), but do not confirm where it was not. Scientists in the field have looked for ways to overcome such limitations (Sutrave et al., 2012). Many model validation techniques test for accuracy by comparing the successes and failures of the model using simulated versus real data (Rykiel, 1996), but when just presence-only data is available, these techniques cannot be used, especially when the data is complicated by treatments such as fungicides. This creates a problem for some disease studies. In this study, a method of model validation is proposed that can use presence-only data and does not require large amounts of data for each infection step, but can still effectively evaluate the accuracy of a model.

This approach validates the relative probabilities of the areas, meaning that the calculated value may not be the true probability of infection, but relative to the area as a whole. The model can examine the region as a whole and determine areas of relative high risk and low risk. A strong difference in probabilities indicates that the farmers in one area should spray fungicide, and in another area they can decide not to do so.

The developed spatiotemporal dynamic model performed reasonably well at all points throughout the season. Due to the nature of presence-only data, the only quantifiable measure to evaluate the model was the wind direction. Compared to the observed wind direction, the model was able to predict the wind direction within a degree in some weeks, empirically, by calculating the probabilities of infected versus the random uninfected fields. Additionally, within each week of spread, the model not only predicted exactly how many days of spread there were in that week (based on favourable weather for inoculation), but could accurately predict all of them. Stemming from the fact that in any given week, there might only be 1 or 2 viable days to spread, and in those days only a few hours will have the suitable conditions, the actual direction of the wind is often limited and directed over small time spans. This shows that the model can successfully represent the complexity of the spread via wind.

Based mostly on previously diseased fields, it might be expected that the performance of the model would improve as the season continues and more fields get infected. However, in the first week (14–21 October) of the 2014–2015 data, with only two previously diseased fields, the model was only 1° off of the observed wind. In the following week, with only six infected fields, the two predicted wind values were 6 and 7° off, respectively. Because the model was able to perform at this level of accuracy so early in the season, it most likely means that the diseased fields after week 1 were infected from the originally diseased fields and not from...
random inoculation from infected tubers or volunteer plants. This fully supports the original assumption that after disease onset in the first fields in the region, the fields that were infected subsequently were infected from the previously infected fields as opposed to infected tubers. If this were not the case, the model could have never been so accurate at predicting these early weeks of infection. It should be noted that potato fields in the studied area are planted over a short period of time. Thus their emergence and subsequent development occurs almost simultaneously.

The methodology used allows this model to cater specifically to late blight. The algorithms used were based on how *P. infestans* spreads, both spatially and temporally. The needed input is minimal, and includes the locations of infected fields during the season and the proportion of potato fields in the area. Therefore, the methodology presented in the paper could be replicated in other regions and implemented in new areas if their data were available. This makes the model available to potato farms worldwide. All that is necessary to operate the model is the establishment of the probabilities and the parameterization of the wind- and distance-based probabilities. Both of these can be made from a single year’s data of late blight occurrences, marking the date and location of infected fields. Creating a specific model for tracking disease spread allows for more research to be done on late blight spatial dynamics, and for example, to quantify the maximal spread of the disease and study what can facilitate *P. infestans* movement.

This model showed that *P. infestans* spread has a local directionality to it. However, within the ideal parameterization, multidirectional spread still occurred. Thus, within 1 week, late blight could spread in different
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directions if there were multiple days that allowed for viable spreading. This was corroborated by the model being able to predict multiple wind directions in a week during the validation process.

Assessing the risk and predicting late blight can be a powerful tool to combat late blight and help prevent excessive fungicide treatment. Isolating areas that are at risk can help growers better protect themselves with proper fungicide treatment, but arguably more important is the model’s ability to locate areas that are at low risk. Those farms can afford to spray considerably less fungicide or more environmentally friendly ones even if they are less effective. Knowing a proper risk assessment can help optimize late blight research and data collection. Farmers can use these models to better monitor fields at risk and to focus their resources on the most relevant areas.

The methodology used to create this model could be effective at predicting the spatial spread of other pathogens. Probability functions for pathogen spread similar to the ones developed in this study could be created from existing data and used to help study and better manage those diseases.
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